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In the personal house renting scenario, customers usually make quick assessments based on previous
customers’ reviews, which makes such reviews essential for the business. If the house is assessed as pop-
ular, a Matthew effect will be observed as more people will be willing to book it. Due to the lack of def-
inition and quantity assessment measures, however, it is difficult to make a popularity evaluation and
prediction. To solve this problem, the concept of house popularity is well defined in this paper.
Specifically, the house popularity is decided by inter-event timeand rating score at the same time. To
make a more effective prediction over these two correlated variables, a dual-gated recurrent unit
(DGRU) is employed. Furthermore, an encoder-decoder framework with DGRU is proposed to perform
popularity prediction. Empirical results show the effectiveness of the proposed DGRU and the encoder-
decoder framework in two-correlated sequences prediction and popularity prediction, respectively.

� 2020 Elsevier B.V. All rights reserved.
1. Introduction

As an increasingly popular application of online booking ser-
vices, vacation rental websites such as Airbnb1 and FlipKey2 allow
people to list, discover, and book accommodations around the world
at anytime and from anywhere. These services not only benefit trav-
elers but also house owners. For example, Airbnb has helped more
than 60 million people live unique travel experiences in more than
34,000 cities and 191 countries, and provided more than 20 million
house owners the opportunity to earn extra money from their
accommodations. In order to better understand user behavior and
provide better online services, research about online rental websites
has attracted increasing attention [1–3]. However, the majority of
existing works in the literature mainly focus on price prediction
and house recommendation to both owner and tenant. For example,
Li et al. [1,2] proposed a multi-clustering model to perform price rec-
ommendation for house owners. Grbovic et al. [3] obtained consis-
tent search ranking results by learning house-specific embeddings.
To the best of our knowledge, however, there are no works on house
popularity evaluation due to the lack of definition and measurement
of the problem.

On online vacation websites, house popularity evaluation is a
significant issue that affectsboth house owners and tenants,
because popular houses will have a larger potential to provide
house owners with higher earnings, provide tenants with a better
experience, and also increase the popularity of the vacation rental
website. However, there is still no clear definition of house popu-
larity and few works are about house popularity evaluation in
the last decade. Moreover, house popularity may be time-
dependent: a house may be popular in summer for its proximity
to the sea, but it may never be booked in winter.

In order to evaluate house popularity, we need to make all
itsimplicit variables explicit. Traditionally, house review informa-
tion which is one of the key variables is considered. As shown in
Fig. 1, we know that the review information includes review con-
tent, timestamp, rating score, etc. To capture the dynamic charac-
ter of house popularity, the inter-event time (IET) [4], i.e., the time
gap between two successive reviews is considered. Rating score is
another key variable in house popularity evaluation. These two
variables are usually negatively correlated because a high rating
score and a small IET usually lead to a high chance of renting.

In order to evaluate house popularity over time, we propose to
predict both IET and rating score concurrently using a dual-gated
recurrent unit (DGRU) network. Also, an encoder-decoder frame-
work with DGRU is proposed to predict house popularity in an

http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2020.05.092&domain=pdf
https://doi.org/10.1016/j.neucom.2020.05.092
mailto:yang.li@ntu.edu.sg
mailto:szw494@psu.edu
mailto:yukun.ma@continental-corporation.com
mailto:yukun.ma@continental-corporation.com
mailto:quanpan@nwpu.edu.cn
mailto:cambria@ntu.edu.sg
https://airbnb.com/
https://www.flipkey.com/
https://doi.org/10.1016/j.neucom.2020.05.092
http://www.sciencedirect.com/science/journal/09252312
http://www.elsevier.com/locate/neucom


Fig. 1. An example of the reviews for a house.
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end-to-end way. The main contributions of this paper are listed
below:

� We propose a DGRU to predict IET and rating score
concurrently.

� We propose a new definition of house popularity.
� We propose a popularity prediction framework using DGRU as
encoder-decoder.

The rest of the paper is organized as follows: Section 2 intro-
duces related works; Section 3 describes the preliminaries this
paper involve; Section 4 illustrates the DGRU model and the
encoder-decoder framework, respectively; Section 5 discusses
experimental results; finally, Section 6 concludes the paper and
introduces future works.

2. Related works

In this paper, a DGRU is proposed to perform time-dependent
value prediction. Therefore, related works include RNNs, time-
dependent data, and popularity prediction.

2.1. Recurrent neural networks

Because of the effectiveness over series data processing, many
variants of RNN have been proposed. To learn features from both
directions in RNN, the forward and backward computation are
stacked together [5]. To solve the gradient vanishing problem, long
short-term memory (LSTM) networks [6] and gated recurrent unit
(GRU) [7] are proposed. Then, plenty of works about the sequential
data processing are applied with those two models [8,9]. Because
there is no memory unit and controlling mechanism for the status
exposing in GRU, some papers concluded that GRU is better than
LSTM both in time efficiency and computation complexity [10].
Therefore, in this paper, to make the model simple, GRU is taken
into consideration in our model designing.

2.1.1. GRU
GRU has become an efficient model in sequential data learning

since it has been proposed [7]. The model details are described in
Eq. (1). There are two gates in GRU, gi is the reset gate, which
allows the hidden states to ignore any information irrelevant to
future output. zi denotes the update gate, which controls whether
the information can be carried to the current hidden state from

previous hidden one. The variable ~hi is a new hidden state deter-
mined by the reset gate, and if the value is small, the previous
information will be ignored. When there is much information from

sequential data, the hidden state ~h needs to be reconsidered.

gi ¼ rðWg ½hi�1; xi�Þzi ¼ rðWz½hi�1; xi�Þ~hi

¼ tanhðW ~h½ðgi � hi�1Þ; xi�Þhi ¼ ð1� ziÞhi�1 þ zi~hi ð1Þ
GRU has only one input, which is x in the above equation. In

some scenarios, however, it is inevitable to consider two correlated
variables at the same time. As mentioned earlier, IET and rating
score are two negatively correlated sequential data which cannot
be predicted by GRU, concurrently. Fortunately in this paper, the
proposed model DGRU has such ability.
2.2. Time-dependent data

It can be categorized into two parts for the sequential data [11].
One is the time-independent data. It contains no time information,
but it has a logical order, such as sentences. Another one is the
time-dependent data, and it contains a time range i.e. IET between
two events, for example, the time for next clinical visitation. One
favourite topic for the time-dependent data is to make a time pre-
diction (e.g., when the next event will happen) based on previous
events. Choi et al. [12] predicted the upcoming visit by building
the model over the clinical visiting using the RNN. Li et al. [11] pre-
dicted the next event by applying the IET as the regularization dur-
ing the training. Also, IET can be the input for the event prediction.
Using IET as the weight of LSTM cells, Baytas et al. [13] proposed
the time-aware LSTM networks to enhance the time effect of
patient subtyping based on clinical visitation data. Different from
the previous works, our model takes IET and rating score into con-
sideration simultaneously. Additionally, the time-elapse nature of
IET can also be treated as the variable weight to adjust the model.
2.3. Popularity prediction

There are plenty of works about popularity detection, most of
which are based on clustering method [14]. Generally, the concept
of popularity is well defined in terms of different tasks, but none of
them are similar to our case. E.g., in social networks, the popularity
of an event depends on the spread of the topic within a short time
[15], and it can also be determined by the trend words in the
events [16]. In the tourism paths recommendation, the popularity
of the point of interest (POI) is determined by the adjective words
that describe over the social media [17]. In the network security,
the popularity of the hidden service over the Tor network is
defined by the request rate that sends from the clients [18]. In this
work, we use IET and rating score these two variables to define
house popularity. As we have discussed, our definition has the
potential in following the instinct that high frequency reviews
and high rating scores can lead to a popular house.
3. Preliminary data analysis

In this section, we will use preliminary data analysis to illus-
trate why IET and rating scores are important indicators of house
popularity. There are three steps which are analysing the relation-
ship between IET and rating score, defining house popularity based
on this relationship, and designing the popularity prediction
framework.
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Fig. 3. The x axis is the total rating of a house that it has, the y axis denotes the
average IET of the house, the diameter of the bubble denotes the renting number of
a house. The small figure over the arrowed line is a single case at that point, each
bubble in that small figure represents the average IET and total rating before that
time.
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3.1. Relation between IET and rating score

Popular houses usually have high reservation rates and high
reviews, which means popular houses usually have small IETs
and high rating scores. Thus, IET and rating scores can be two vari-
ables to indicate house popularity. In this subsection, the relation
between IET and rating scores is analyzed.

The house review data is time-dependent. From the observa-
tion, we can see that one bad rating score leads to the review is less
likely to appear in a short time, and vice versa. These phenomena
are validated in Fig. 2. In the figure, the ‘‘Before rating” denotes rat-
ing behavior before an IET, which means ððtk � tk�1Þ; rk�1Þ is treated
as an evidence pair. In the ‘‘Before rating” evidence pair, rating
score is the independent variable with a range of ½0;5�, and IET is
the dependent variable. Accordingly, there are only 6 points in
the left subfigure. The ‘‘After rating” means rating score happens
after an IET, and ððtk � tk�1Þ; rkÞ is treated as the evidence pair. In
this situation, IET is the independent variable and rating score is
the dependent variable. It can be seen from the observation that
the evidence pairs of ‘‘After rating” and ‘‘Before rating” are nega-
tively correlated.

Intuitively, IET is an essential parameter for the house renting.
Besides, from Fig. 2, we can see that (‘‘Before rating”, IET) has a
stronger correlation than (IET, ‘‘After rating”) evidence pair. If the
rating score is ‘‘Before rating”, more features from rating score will
be adopted in the IET prediction. Therefore, we choose (‘‘Before rat-
ing”, IET) as the data and the rating score in this paper refers to the
‘‘Before rating”.

3.2. House popularity

Lemma 3.2.1. In the rental websites, the house popularity is a trend
which is decided byIET t and rating score r at the same time.

The popularity is a trend. To quantitatively analyze the house

popularity, the average IET s ¼
Pnh

i
ðtiþ1�tiÞ
nh

and the rating score sum-

mation c ¼Piri are calculated. s represents the interval between
different bookings: the smaller the better. c represents the tenant’s
satisfaction with the house: the bigger the better. The statistic
results about these two values are shown in Fig. 3. In the figure,
the diameter of the bubble is proportional to the renting number.
Bigger bubbles mean more rents. In particular, the house with
small s and big c usually has a large diameter bubble, which means
the house is booked frequently with high satisfying accommoda-
tion, i.e., the house is popular.

At first, a house may not be popular. If most tenants are satisfied
with the accommodation and give high review rates, it will stimu-
late more people to book. This phenomenon is shown in the small
figure in Fig. 3. Each bubble denotes current st and ct at time t.
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Fig. 2. The left figure shows the relation between the Before Rating and the IET, an
Then, the evolution of the house popularity can be studied in terms
of s and c. In the beginning, the house is not popular when it is a
small bubble, where s is large and c is small. Over time, however,
the house becomes popular with a smaller s and a larger c.

Therefore, the rating summation threshold cr and the average
IET threshold st are utilized to define the house popularity. Based
on those two thresholds, the panel in Fig. 3 is divided into four sec-
tions. When c is larger than cr and s is smaller than st , the house
will be popular , and it is the section D in Fig. 3. When c is smaller
than cr and s is smaller than st , the house has large potential to be
popular, which is the section C in Fig. 3. When c is smaller than cr
and s is bigger than st , the house is not so popular and needs to
improve a lot, and this is shown in section A in Fig. 3. The section
B is the house with a higher rating score, but the small number of
renting leads to a large s. Thus, the house in this section needs
more attention during advertising. According to the division, the
house is marked by these four labels to represent the degree of
popularity in different periods.

Based on these settings, w.r.t., the house popularity depends on
the trend of the s and c, we design a house popularity prediction
framework which will be introduced in Section 4.2.
4. Methodology

The IET t 2 ft1; t2; . . . ; tng and the rating score r 2 fr1; r2; . . . ; rmg
are the time-dependent and correlated sequential data. To make
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IET predictable, it can be represented by one-hot vector ti 2 R1�n,
where n means the maximum IET days. Similarly, rating score also
is encoded by one-hot vector rj 2 R1�m, where m denotes the rating
range. IET is measured by days, and its range is ½1;400�, while the
range of the rating score is ½0;5�. As we know, there should be no
difference in time representation when IETs are close, e.g., 7 days
and 8 days , but it is hard to be embodied by one-hot vector. To
overcome this disadvantage, a trainable embedding layer is added
after the input layer, which maps the one-hot vector to a 16-
dimensional vector.

To predict when the next comment will come and what the rat-
ing score will be based on the previous review information, we
need to learn the function that maps the feature from
fðt1; r1Þ; ðt2; r2Þ; . . . ; ðtk�1; rk�1Þg ! ðtk; rkÞ. When predicting the
house popularity, it is necessary to extract features from
those sequential data and then make the prediction based on
the learned features. This procedure can be described as
Fðfðt1; r1Þ; ðt2; r2Þ; . . . ; ðtk; rkÞgÞ ! Y , where F denotes features
extraction function, and Y is the popularity label of the house. Next,
we will give designing details about DGRU and popularity predic-
tion framework in this section. An overview of DGRU is shown in
Fig. 4.
4.1. Dual-Gated Recurrent Unit

Time elapsed is inversely proportional to the effectiveness of
online reviews as users only tend to read most recent reviews. In
addition, renting behavior changes over time: if the time gap
between two events is large, IET will have little impact on the pre-
diction, and vice versa. Hence, the current IET t is transformed into
the weight in our model. Inspired from [13], it can be 1=t. In this
paper, because of a large elapsed time among reviews in Airbnb,
f ðtÞ ¼ 1= logðeþ tÞ is applied. To strengthen the effectiveness of
IET, the previously hidden states are updated with the current
IET, and this is in Eq. (2).

~ti ¼ rðWittiÞ~ht
i�1 ¼ f ðtiÞ � ~ti þ ht

i�1 ð2Þ
Except for the hidden value from the last layer, the GRU cell has

only one input, which makes it difficult to learn two correlated
variables simultaneously. The direct idea is to parallelize two
GRU cells, and one for each variable. The relationship between
the two variables, however, will be ignored and the model com-
plexity will be doubled. Thus, a newly designed GRU is proposed.

As we know, the hidden value ~h is updated with the reset gate
which is to decide the degree in the past information forgetting.
To design a cell that can learn patterns from r and t at the same

time, ~h is treated as the connection point by combing these two

variables. That is to say, ~h is the composition of the two correlated
variables. Accordingly, the designing of DGRU will start from the

variable ~h. For GRU, the gi and zi is the reset gate and the update
gate, respectively. In DGRU, each variable needs its gates corre-
spondingly. The basic procedure about DGRU is depicted in Eq. (3).

gt
i ¼ rðWgt½~ht

i�1;
~ti�Þzti ¼ rðWzt½~ht

i�1;
~ti�Þgr

i ¼ rðWgr½hr
i�1; ri�Þzri

¼ rðWzr½hr
i�1; ri�Þ~hi ¼ tanhðW ~h½gt

i ; g
r
i ;
~ht
i�1;h

r
i�1; ri;~ti�Þht

i

¼ ð1� zti Þ~ht
i�1 þ zti

~hih
r
i ¼ ð1� zri Þhr

i�1 þ zri
~hi ð3Þ

In the equation, gt
i ; zti and ht

i are the reset gate, update gate and
current hidden state for the IET variable. And gr

i ; zri and hr
i are the

reset gate, update gate and current hidden state for the rating vari-

able, ~hi is the newly designed hidden state. fWgt ; Wgrg and
fWzt ; Wzrg are the parameters of the reset gate and update gate
for the two variables.W ~h is the parameter for the new hidden state.
The dimensions of those parameters are decided by the input, out-
put and the hidden state. There are different ways in the composi-

tion designing for the new hidden state ~hi. To fully explore the way

this variable is constructed, a more comprehensive ~h is designed as
in Eq. (4).

~h ¼ tanh W ~h½
gt
i � ht

i�1

bt
� g

r
i � hr

i�1

br
; ri; ti�

 !
ð4Þ

Here bt 2 fht
i�1;1g and br 2 fhr

i�1;1g are to decide which parts to

ignore. If bt ¼ ht
i�1, it means the reset gate for IET has no effect on

the IET’s previous hidden state ht
i�1 and should be ignored, how-

ever, if bt ¼ 1, it means ht
i�1 has effect on the final output and will

not be ignored. It is the same for the parameter br . As discussed, it
is the ‘‘Before rating” which is used as the rating score in the infer-
ence. Therefore, the previous state hr

i�1 has a greater effect than

previous state ht
i�1. To make the model simple and effective, the

parameter bt and br are set to ht
i�1 and 1, respectively. And exper-

iments also verify the effectiveness of these settings. � 2 fþ; �g
denotes the calculator for these two variables, and it decides the
way that the two variables joining together. Generally, the calcula-
tor �will be better than the + on account of its effect enhancement.
Therefore, � is set to �, and its effectiveness also is validated in the

experiment part. Based on those settings, the format of ~h is as
follows:

~hi ¼ tanhðW ~h½gt
i � gr

i � hr
i�1; ri; ti�Þ ð5Þ

Therefore, the structure of the proposed DGRU is shown in
Fig. 4. The input sequential data is the review data which include
IET and rating score.
4.2. House popularity detection with DGRU

We propose a new encoder-decoder framework based on DGRU,
which is to extract the features from the two correlated sequential
data directly. The structure of the proposed framework is shown in
Fig. 5.

In the encoder, to make full exploration about the sequential
data, the slide window is applied over the sequential data
t ¼ ft1; t2; . . . ; tk�1g and r ¼ fr1; r2; . . . ; rk�1g. The window size is
w. A wider window not only means more historic information will
be adopted, but it also means more computing time. The best win-
dow size w is validated in the experiment part. After the encoder,
the learned latent features hr and ht are fed into the decoder. In the
decoder, it is trained with the teacher forcing way, and the outputs
are t ¼ ftk; tkþ1; . . . ; tkþwg and r ¼ frk; rkþ1; . . . ; rkþwg. Meanwhile,
the learned latent features ht and hr are fed into the classifier to
do the popularity prediction. The output of the classifier is the pop-
ularity probability ŷ. The classifier is a two layers fully-connected
network whose hidden dimensions are 256 and 16, respectively.
Because the representation of r and t are one-hot vectors, the
cross-entropy loss is applied in the objective function as shown
in Eq. (6).

L ¼
Xw
i¼1

ri � logðr̂iÞ þ
Xw
i¼1

ti � logð̂tiÞ þ
X4
i¼1

yi � logðŷiÞ ð6Þ

The first term in the right-hand side is the loss for the rating
score prediction, the second term is for the IET prediction, and
the last term is for the house popularity label prediction.
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Fig. 4. The illustration of the proposed DGRU. The axis with an arrow is the event with timestamps. There are two inputs for the DGRU, which are IET and rating score,
respectively.

376 Y. Li et al. / Neurocomputing 412 (2020) 372–380
5. Experiments

In this section, the experiments over the synthetic datasets and
real-world datasets are conducted, respectively. The synthetic
datasets are generated with predefined function, and the real-
world datasets are crawled from Airbnb.

There are two cases for the generation of the synthetic dataset,
and the sketch maps about the synthetic datasets are shown in
Fig. 6. The IET t is generated with tðkÞ ¼ 5 sin p

5 k
� �þ 1

� �
in both

cases. Case one is to simulate the ‘‘Before rating” as the rating score
r is generated with rðkÞ ¼ �2:5 sin p

5 k� p
2

� �� �þ 5. It means the
rating score happened p

2 time ago. Case two is to simulate the
‘‘After rating” as rating score t is generated with rðkÞ ¼
�2:5 sin p

5 kþ p
2

� �� �þ 5. It means the rating score will happen p
2 time

later. Both cases follow the negative correlation between the vari-
ables of the IET t and the rating score r.

There are three cities in the real-world datasets which are
Beijing, London, and Boston. We collected reviews of all the rooms
in the three cities. The details about the datasets are listed in
Table 1. Room Num is the room number in each city w.r.t. 302
rooms in Beijing, 271 rooms in London, and 266 rooms in Boston.
Avg Review and Total Review denote the average review number
for the house and the total review number in each city, respec-
tively. For example, in Beijing, there are around 56 reviews for each
house, out of a total of 16,769 reviews across the city.

All the codes are implemented in Python with Tensorflow
library.3 The parameters are listed in Table 2. The Adam [19] is
applied to optimize the model.

All of the experiments are run five times to get average results.
In subsection 5.1, synthetic dataset is separated into two parts, 70%
data are used for training, and 30% of them are for testing. In sub-
sections 5.2–5.4, the dataset from London is adopted. Similarly, the
dataset is separated into two parts, 70% of them are used for train-
ing, and the rest are used for testing. All of the parameters are
decided by the performance on the test data.

5.1. Validation with synthetic datasets

To validate the ‘‘Before rating” and the ‘‘After rating”, the syn-
thetic datasets are applied. For the description about the synthetic
datasets, we generate 10,000 sequences of data with k 2 ½1;10000�,
each data has the length of 10, and the last number is treated as the
target which is used for the prediction. The results are shown in
Table 3. DGRU-A denotes the case one that applies the ‘‘After
3 www.tensorflow.org/.
rating” as the rating score, DGRU-B is the case two that applies
the ‘‘Before rating” as the rating score.

Acct is the accuracy for next IET prediction, while Accr denotes
the accuracy for next rating score prediction. From the table, we
can see that in the evaluation of Acct , DGRU-B performs the best,
which indicates that the ‘‘Before rating” is better at the IET predic-
tion with rating score working as the information resource. How-
ever, in the evaluation of Accr , DGRU-A has the best performance,
which indicates that the ‘‘After rating” pair is better at rating score
prediction with IET working as the information resource. On the
whole, regarding the Loss and the Acct , the DGRU-B outperforms
other models. And this shows the effectiveness of the proposed
model in these two variables cooperation.
5.2. Structure validation for DGRU

To validate the effectiveness of the proposed framework, we
traverse the parameters br ; bt ; � within their own sets. There are
eight cases in total, and the results are listed in Table 4. There is
a large range for the IET prediction. Thus, the tolerance for the pre-
diction should be counted in days. Consequently, in this work, we
assume that there is no difference when the error of the IET predic-
tions is less one day. It is counted as the correct when the gap
between predicted IET and real IET is smaller than 1. Therefore,

the accuracy Acct ¼
PN

i
1ðjti�t̂i j<¼1Þ

N . The accuracy for rating

Accr ¼
PN

i
1ðjri¼r̂i jÞ
N , where N is the total number of the test dataset.

From Table 4, we can see that most of the cases with � ! �
come to better results compared with � ! +. Therefore, it is better
to use multiply operation when doing the combination. As
explained earlier, the rating score in this work denotes the ‘‘Before
rating”, and there is more information on the variable hr

i�1 than ht
i�1

when making the prediction. This is validated in Case 2 which has
the best results compared with other cases in Accr and Loss, and it
is nearly the best in Accr compared with case 4. These observations
validate the effectiveness in ignoring the previous state ht

i�1 during
the state forward passing. All these results prove that the proposed
structure of the DGRU is the best composition.
5.3. The effect of the window size

During the IET and rating score prediction, if the window size is
large, more historical information will be implied. To find out the
optimal length of the window size during the feature extraction,
the window size range is f1;2;3;4;5;6;7;8;9;10g. And the

https://www.tensorflow.org/


Table 1
Details of the datasets.

City Beijing London Boston

Room Num 302 271 266
Avg Review 56 95 112
Total Review 16,769 25,774 29,885

Table 2
Parameter setting.

Parameter Value

Learning Rate 0.001
Batch Size 128
Hidden Dimension (DGRU) 50
Hidden Dimension (Classifier) {256, 16}

Table 3
Results over synthetic data.

Model Acct Accr Loss

LSTM 86.02% 83.77% 0.751
GRU 81.13% 87.77% 0.686
DGRU-A 72.56% 96.67% 1.059
DGRU-B 88.22% 92.48% 0.632
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Fig. 5. The structure of the encoder-decoder framework based on the DGRU.

(a) Case of the “Before rating” (b) Case of the “After rating”

Fig. 6. The sketch maps about the synthetic data generation. The red line is the rating score r, and the blue line is the IET t.
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evaluation metrics are Acct ; Accr and Time, respectively. Results
are depicted in Fig. 7.

From the figure, we can see there is a dramatical improvement
in Acct when the window size is smaller than 4. This shows that
more information could be involved in large window size, but this
leads to a longer computing time which is depicted in the third fig-
ure. However, in the rating score prediction, the model performs
better when the length is 4. When the length is larger than 4, the
performance becomes unstable both in IET prediction and rating
score prediction. Therefore, the length of window size is set to 4
in overall consideration.

5.4. Grid search

In our proposed model, there are five parameters which are
‘‘Before rating/After Rating”, ‘‘�”,‘‘br”, ‘‘bt” and ‘‘Window Size” in
total. We have a basic analysis over them in a sequential manner
in Sections 5.1, 5.2, 5.3, respectively. To find the optimal parameter
combination, the grid search on the real-world dataset is con-
ducted. In the grid search, there are eight combinations within
{‘‘�”,‘‘br”, ‘‘bt”}which are listed in Table 4, and we refer to the case
number in that table as the searching index. To make a clear illus-
tration, we use two heat maps to show the grid search results
which are shown in Fig. 8, one for the ‘‘Before rating” case and
one for the ‘‘After rating” case. From this figure, we can see that
the ‘‘After rating” panel (right one) is darker than the ‘‘Before rat-
ing” panel (left one). That means when using ‘‘After rating” pair
as the input data, it is hard to train the model. Therefore, ‘‘Before
rating” pair will help the model gain more features in the real
world dataset. Similarly, we can draw the same conclusions as
before, Case 2 (where � is �; br ¼ 1 and bt ¼ ht

t�1) has the smallest
loss in the test dataset when the length is set to 4, especially in
the ‘‘Before rating” panel.



Table 4
Composition selection within ~h (bold values mean the best composition for the proposed DGRU).

Cases � br bt Accr Acct Loss

1 * 1 1 68.80% (�0.381) 40.21% (�0.003) 4.937 (�0.488)
2 * 1 hti�1

85.86% (�0.000) 40.39% (�0.002) 4.108 (�0.626)

3 * hr
i�1 1 68.80% (�0.381) 40.18% (�0.004) 4.680 (�0.427)

4 * hr
i�1 ht

i�1
51.74% (�0.467) 40.41% (�0.003) 4.926 (�0.713)

5 + 1 1 68.80% (�0.381) 40.21% (�0.006) 4.432 (�0.707)
6 + 1 ht

i�1
85.86% (�0.000) 40.15% (�0.003) 4.571 (�0.415)

7 + hr
i�1 1 51.74% (�0.467) 39.52% (�0.023) 4.942 (�0.752)

8 + hr
i�1 ht

i�1
68.80% (�0.381) 39.95% (�0.012) 4.712 (�0.319)

Fig. 7. The length effects about the model.

Fig. 8. The grid search over those four hyper-parameters.

Table 5
Training and test data.

City Beijing London Boston

Train Num (P) 10,858 17,647 20,918
Test Num (P) 1,119 3,669 4,774

Table 6
The prediction results over different datasets.

City Beijing London Boston

LSTM (t) 32.46% 52.89% 62.52%
LSTM (r) 26.19% 36.73% 41.80%
LSTM (t+r) 30.11% 43.37% 41.19%
GRU (t) 31.37% 53.62% 59.56%
GRU (r) 19.67% 31.63% 36.34%
GRU (t+r) 33.40% 40.44% 45.15%
TLSTM (t) 34.96% 50.59% 64.23%
TLSTM (t+r) 37.50% 42.79% 52.86%
TGRU (t) 32.56% 39.80% 50.23%
TGRU (t+r) 40.89% 41.50% 51.78%
DGRU 41.66% 55.73% 65.37%
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5.5. The popularity prediction

To predict the popularity of the house, we slide the data from
each house review with the fixed length 10, and set the window
size to 4. The threshold cr and st are two super-parameters which
decide the house popularity directly. Based on the statistics and
past experience, cr is set to 500, and st is set to 15. After getting
the data, we split them into two parts, one is for training the
model, and the other one is used as the test data. The details of
the prepared data are shown in Table 5.

The compared methods include LSTM, TLSTM, GRU, and TGRU.
All of these models are fitted into the encoder-decoder framework
we proposed in Fig. 5. TLSTM is cited from [13], and TGRU is imple-
mented with the same idea from the TLSTM. The results are shown
in Table 6.

In the table, the t and r behind the model name mean the data
type that the model is used during the popularity detection. For
example, LSTM (t) indicates the model’s input is an IET sequence.
When there are two sequences as input, the encoder and decoder
are paralleled to both models. Then, the learned features are con-
catenated together as the input of the classifier.

From the results, we can see that the popularity accuracy with
IET as input is far better than that with rating sequence as input,
and this implies that there are more features in the IET sequence
when doing the popularity detection. When using the IET and rat-
ing score sequences at the same time, the frameworks with LSTM,
GRU, TLSTM as the encoder and decoder, e.g., LSTM (t+r), GRU (t+r),
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TLSTM (t+r), do not perform very well, and in most cases, these
results are no better than that with IET sequence as input, e.g.,
LSTM (t), GRU (t), TLSTM (t). That means when there are two
inputs, the features from LSTM, GRU and TLSTM cannot cooperate
well. However, it is not the same in TGRU, where the results in
TGRU (t+r) are better than that with TGRU (t). That means the fea-
tures learning from TGRU can cooperate better. All in all, DGRU
achieves the best results, and this proves that the DGRU model
has learned the latent feature well from the IET and rating score.

6. Conclusions & future works

In this paper, we proposed a new framework for predicting the
popularity of vacation rental websites. In particular, the framework
is based on a dual-gated recurrent unit that models inter-event
time and rating score. The framework is validated through exten-
sive experiments over both synthetic and real-world datasets. An
important contribution of our work is also a clear definition of
house popularity, which was a rather opaque entity in previous
works. As future work, we plan to include more parameters in such
a definition, including variables to model house facilities, location,
and other properties that can be automatically discovered by
applying aspect-based sentiment analysis to available reviews
[20].
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